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Abstract — A novel approach proposed to solve the supervised dimensionality reduction problem by using tensor objects. MPCA used for unsupervised dimension reduction. Then discriminant analysis with Tensor Representation (DATER) is proposed to find the best subspaces. It’s important that both of those algorithms work in tensor space so the structure of the objects never broke. These algorithms are avoiding the curse of dimensionality by using higher-order tensors. At the end, the comprehensive experiments are provided on CMU-PIE, FERET databases.
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I. INTRODUCTION

Typical tensor object in machine vision or pattern recognition applications is actually in a high-dimensional tensor space. The extracted feature of an object has specific structures that are in the form of second or even higher order tensors [1]. Most previous work on dimensionality reduction transform all kind of input data into a 1-D vector, which ignores their underlying structure so these methods often suffer from curse of dimensionality [2] and leads us to the small sample size problem. Subspace learning is one of the most important directions in computer vision research [1] Most traditional algorithms, such as and linear discriminant analysis (LDA) [3] the principal component analysis (PCA) [4] input an image object as a 1-D vector. It is well understood that reshaping breaks the natural structure and correlation in the original data. Some recent works have started to consider an image as a second-order tensors rather than vectors first-order tensors for subspace learning. A 2-D PCA algorithm is proposed in [5] where gets the input images as a matrix and compute a covariance matrix. The classical LDA aims to maximize Fisher’s discrimination criterion (FDC). In this paper as we mentioned before a method that uses the DATER after MPCA algorithms has been proposed in which both of those algorithms get the tensor objects that will give us the better accuracy.

Recently, there are many developments in the analysis of higher order tensors. The higher order singular value decomposition (HOSVD) solution was formulated in [6], [7]. A DTC algorithm is similar to an alternating least square (ALS) algorithm [8] for the eigen decomposition in each mode so it will be affected by the average of the data set. Reference [9] used a MPCA method based on HOSVD. There is also a recent work on discriminant analysis with Tensor Representation (DATER) in [10], [11]. Motivated by these two works first, we use MPCA algorithm for tensor image feature extraction and dimensionality reduction. MPCA is a multilinear algorithm that is reduced dimension in all modes and in each mode finds those bases that allow projected tensors to achieve most of the original tensors variation. After finding the best projection matrices, these bases are applied on input tensors and a new data set with a new size will be generated. This new data set will be the inputs of a DATER algorithm. DATER uses a novel criterion for dimensionality reduction, discriminant tensor criterion (DTC), which maximizes the interclass scatter and simultaneously time minimizes the intraclass scatter. After using DTC, a method to learn these interrelated discriminate subspaces iteratively with a novel n-mode cluster-based discriminant analysis approach is used.

As we know, MPCA+DATER avoid the curse of dimensionality dilemma by using higher order tensor for objects and n-mode cluster-based discriminant analysis approach. Due to using the DATER after applying the MPCA, this method is performed in a much lower-dimension feature space than DATER and the traditional vector-based methods. Also because of the structure of DATER, our approach can overcome the small sample size problem. From our knowledge, the available feature dimension of LDA is theoretically limited by the number of available classes in database but in our algorithm it is not limited. So it will give us the better recognition accuracy. As a result of all the above characteristics, we expect this novel method to be a better choice than LDA and more general algorithm than DATER for the pattern classification problems in image analysis and also overcome the small sample sizes and curse of dimensionality dilemma.

The rest of this paper is organized as follows. Section II introduces basic multilinear algebra notations and concepts. In Section III, the Initialization procedures of MPCA and introducing the DTC and n-mode cluster-based discriminant analysis that are used in DATER is discussed. Then, in Section IV, we present the face recognition experiments by encoding the image objects as
second or third-order tensors and compare them to traditional subspace learning algorithms and DATER algorithm. Finally, in Section V, the major point of this paper and the future work is summarized.

II. MULTILINEAR NOTATIONS AND BASIC MULTILINEAR ALGEBRA

This section will review some basic multilinear concepts used in this paper and see an example for $n$-mode unfolding of a tensor. In this paper, vectors are denoted by lowercase boldface letters, such as $\mathbf{x}$, $\mathbf{y}$. The bold uppercase symbols are used for representing matrices, such as $\mathbf{U}$, $\mathbf{S}$, and tensors by calligraphic letters, e.g. $\mathcal{A}$. An $n$th-order tensor is denoted as $\mathcal{A} \in \mathbb{R}^{i_1 \times i_2 \times \cdots \times i_N}$. It is addressed by $N$ indices $I_n$, $n = 1, \ldots, N$ and each $I_n$ addresses the $n$-mode of $\mathcal{A}$. The $n$-mode product of a tensor $\mathcal{A}$ by a matrix $\mathbf{U}$, denoted by $\mathcal{A} \times_n \mathbf{U}$ is $\sum_{i_n} \mathcal{A}(I_1, \ldots, I_{n-1}, i_n, I_{n+1}, \ldots, I_N) \mathbf{U}(i_n)$.

The scalar product of two tensors $\mathcal{A}, \mathcal{B} \in \mathbb{R}^{i_1 \times i_2 \times \cdots \times i_N}$ is defined as $\langle \mathcal{A}, \mathcal{B} \rangle = \sum_{i_1} \sum_{i_2} \cdots \sum_{i_N} \mathcal{A}(i_1, \ldots, I_N) \mathcal{B}(i_1, \ldots, I_N)$ and the Frobenius norm of $\mathcal{B}$ is defined as $\|\mathcal{B}\|_F = \sqrt{\langle \mathcal{B}, \mathcal{B} \rangle}$.

The $n$-mode vectors of $\mathcal{A}$ are defined as the $I_n$-dimensional vectors obtained from $\mathcal{A}$ by varying the index $i_n$ while keeping all the other indices fixed. Unfolding along the $n$-mode is denoted as $\mathbf{A}_n \in \mathbb{R}^{I_n \times (I_1 \times I_2 \times \cdots \times I_{n-1} \times I_{n+1} \times \cdots \times I_N)}$. The column vectors of $\mathbf{A}_n$ are the $n$-mode vectors of $\mathcal{A}$.

In this section, first we see the MPCA solution for tensor objects and then we will see the DTC and $n$-mode cluster-based discriminant analysis that is used in DATER for tensor objects. $M$ tensor objects $\{\mathbf{X}_1, \mathbf{X}_2, \ldots, \mathbf{X}_M\}$ is available for training. Each of them $\mathbf{X}_m \in \mathbb{R}^{i_1 \times i_2 \times \cdots \times i_N}$ assumes values in a tensor space $\mathbb{R}^{i_1 \times i_2 \times \cdots \times i_N}$, where $I_n$ is the $n$-mode dimension of the tensor. The MPCA objective is the determination of the scalar product of two tensors.

Since $\mathbf{U}^{(n)}$ have orthonormal columns, $\|\mathbf{A}\|^2 = \|\mathbf{S}\|^2$ [7]. The relationship between unfolded tensor $\mathbf{A}_n$ and its decomposition core tensor $\mathbf{S}_n$ is

$$\mathbf{A}_n = \mathbf{U}_n \mathbf{S}_n \mathbf{U}_n^T$$

(2)

Where $\otimes$ means the Kronecker product [6].

The projection of an $n$-mode vector of $\mathcal{A}$ by $\mathbf{U}_n^T$ is computed as the inner product between the $n$-mode vector and the rows of $\mathbf{U}_n^T$. For example in “Fig. 2”, a third-order tensor $\mathcal{A} \in \mathbb{R}^{i_1 \times i_2 \times i_3}$ is projected in the 1-mode vector space by a projection matrix $\mathbf{B}_1^T \in \mathbb{R}^{m_1 \times i_1}$. The projected tensor is $\mathcal{A} \times_1 \mathbf{B}_1^T \in \mathbb{R}^{m_1 \times i_2 \times i_3}$. In the 1-mode projection, each 1-mode vector of length $I_1$ is projected by $\mathbf{B}_1^T$ to obtain a vector of length $m_1$.

III. MULTILINEAR PRINCIPAL COMPONENT ANALYSIS AND DISCRIMINANT ANALYSIS WITH TENSOR REPRESENTATION

Most of the previous approaches to subspace learning, such as the popular PCA and LDA turn the input data into a very high dimension feature space. It makes these methods suffer from the problem of curse of dimensionality. Most of the objects in computer vision are more naturally represented as second or third order tensors or higher. For example, the image matrix in “Fig. 3(a)” is a second-order tensor and the filtered Gabor image in “Fig. 3(b)” is a third-order tensor.

(a) 2nd-order Tensor  \hspace{1cm} (b) 3rd-order Gabor Tensor

Fig 3. Second- and third-order Tensor representations samples

In this section, first we see the MPCA solution for tensor objects and then we will see the DTC and $n$-mode cluster-based discriminant analysis that is used in DATER for tensor objects. $M$ tensor objects $\{\mathbf{X}_1, \mathbf{X}_2, \ldots, \mathbf{X}_M\}$ is available for training. Each of them $\mathbf{X}_m \in \mathbb{R}^{i_1 \times i_2 \times \cdots \times i_N}$ assumes values in a tensor space $\mathbb{R}^{i_1 \times i_2 \times \cdots \times i_N}$.
projection matrices \( \{ U^{(n)} \in \mathbb{R}^{m \times P_n}, n = 1, \ldots, N \} \) that maximize the total tensor scatter \( \Psi_y \),
\[
\{ U^{(n)}, n = 1, \ldots, N \} = \arg \max_{U^{(1)}, \ldots, U^{(N)}} \Psi_y \tag{3}
\]

Where \( \Psi_y = \sum_{m=1}^{M} \| \mathcal{A}_m - \bar{\mathcal{A}} \|_F^2 = (1/M) \sum_{m=1}^{M} \mathcal{A}_m \). The dimensionality \( P_n \) for each mode \( U^{(n)} \), is assumed to be known or predetermined.

A. MPCA Algorithm

There is no optimal solution for optimizing the \( N \) projection matrices at the same time. An \( N \)-th order tensor consists of \( N \) projections with \( N \) matrix, so \( N \) optimization subproblems should be solved by finding the \( U^{(n)} \) that maximizes the scatter in the \( n \)-mode vector subspace. If \( \{ U^{(n)}, n = 1, \ldots, N \} \) be the answer of (3) and \( U^{(1)}, \ldots, U^{(n-1)}, U^{(n+1)}, \ldots, U^{(N)} \) be all the other known projection matrices, the matrix \( U^{(n)} \) consists of the \( P_n \) eigenvectors corresponding to the largest eigenvalues of the matrix \( \Phi^{(n)} \)
\[
\Phi^{(n)} = \sum_{m=1}^{M} (X^{(m)-(n)} \cdot U_{\phi^{(n)}} U_{\phi^{(n)}}^T \cdot (X^{(m)-(n)} \cdot U_{\phi^{(n)}} U_{\phi^{(n)}}^T) ^T \tag{4}
\]
where \( U_{\phi^{(n)}} = U^{(n+1)} \otimes U^{(n+2)} \otimes \ldots \otimes U^{(N)} \otimes U^{(1)} \otimes \ldots U^{(n-1)} \). The proof of (4) is given in [9].

\( \Phi^{(n)} \) depends on all the other projection matrices, so there is no closed-form solution to this maximization problem. Instead, reference [9] introduce an iterative procedure that can be utilized to solve (3). MPCA used full projection for initialization. The term full projection refers to the multilinear projection for MPCA with \( P_n = m_n \) for \( n = 1, \ldots, N \). There is no dimensionality reduction with this full projection. The optimal is obtained without any iteration, and the total scatter in the original data is fully captured. if all eigenvalues are distinct per each mode, the full projection matrices are also distinct. Therefore, the full projection is unique [7]. This FPT initialization is equivalent to the HOSVD solution that is proved in [9]. Although this FPT is not the optimal solution to (3), but it is a good starting point for the iterative procedure. After finding the projection matrices, \( U^{(n)}, n = 1, \ldots, N \), we applied those matrices to the training set. At this point, we provide a set of tensors with the new dimension that would be the new training set for DATER algorithm.

B. Multilinear Discriminant Analysis

Here, the DTC is introduced which is used in DATER algorithm. The DTC is designed to provide multiple interrelated projection matrices, which maximize the interclass scatter and at the same time minimize the intra-class scatter. That is
\[
U^{(n)*} = \arg \max_{U^{(n)}} \sum_{c=1}^{C} \frac{n_c}{n} \| \bar{X}_c \cdot U^{(1)} \ldots X_n \cdot U^{(n)} - \bar{X}_c \cdot X_1 \ldots X_n \cdot U^{(n)} \|^2 \tag{5}
\]

Where \( \bar{X}_c \) is the average tensor of a class \( c \), samples, \( \bar{F} \) is the total average tensor of all the samples, and \( n_c \) is sample number of class \( c \). Equation (5) is equivalent to a higher order nonlinear optimization problem with a higher order nonlinear constraint; thus, it is difficult to find a closed-form solution. We could optimize that function by using \( n \)-mode cluster-based discriminant analysis approach from only one direction of the tensor, that is
\[
U^{(n)*} = \arg \max_{U^{(n)}} \sum_{c=1}^{C} n_c \| \bar{X}_c \cdot X_n \cdot U^{(n)} - \bar{X}_c \cdot X_1 \ldots X_n \cdot U^{(n)} \|^2 \tag{6}
\]

The optimization problem in (6) can be reformulated as a special discriminant analysis problem as follows:
\[
U^{(n)*} = \arg \max_{U^{(n)}} Tr(U^{(n)*} \Sigma_b U^{(n)}) \tag{7}
\]

\[S_b = \sum_{j=1}^{I} S_{b,j}, S_{b,j} = \sum_{c=1}^{C} n_c (X_{c,i} - \bar{X}_{c,i})(X_{c,i} - \bar{X}_{c,i})^T\]
\[S_w = \sum_{j=1}^{I} S_{w,j}, S_{w,j} = \sum_{i=1}^{I} (X_{c,i} - \bar{X}_{c,i})(X_{c,i} - \bar{X}_{c,i})^T\]

C. Classification with Multilinear Discriminant Analysis

With the learned projection matrices \( U_{k=1}^{n I} \), the low-dimensional representation of the training sample \( X_i, i = 1, \ldots, N \), can be computed as \( Z_i = X_i \cdot U_1 \times 2 \times \ldots \times U_n \). When a new data \( X \) comes, we first compute its low-dimensional representation as \( Z = X \cdot U_1 \times 2 \times \ldots \times U_n \). Then its class label is predicted to be that of the sample whose low-dimensional representation is nearest to \( Z \), that is
\[
i^* = \arg \min_i \| Z_i - Z \| \tag{8}
\]

Then the sample \( X \) is classified to the class \( c_i \). In this paper, we use this method for final classification in all the experiments due to its simplicity in computation.

IV. EXPERIMENTS

In this section, two standard face databases, CMU PIE [12], FERET [13] were used to evaluate the effectiveness of our proposed algorithm, MPCA+DATER, in face recognition accuracy. These algorithms were compared with the popular Eigenface, Fisherface and DATER algorithms. In this work, we report the best result on different tests. We use the nearest neighbor classifier for final classification. The performances on the cases with different number of training samples were also evaluated to illustrate their robustness in the small sample size problems.

A. Feret Database

This experiment is conducted on seventy people of the FERET database with six different images for each person. The data set was randomly divided into gallery and probe sets; two of them were applied for training and the other four for testing. We extracted 40 Gabor features with five different scales and eight different directions in the downsampled positions. We compared all the above mentioned algorithms with and without Gabor features on the FERET database. Table 1 shows the comparative face recognition accuracies. As we see, it shows that the Gabor features significantly improve the performance of all algorithms.
In all the three experiments, MPCA+DATER performs the experiments on this sub-database. As we can see in Table 3, difficult for classification. We conducted three sets of 13 were also used. Therefore, the PIE-2 database is more poses as in PIE-1, but the illumination indexed as 10 and 11 were used. The data set was randomly divided into first sub-database, PIE-1, five near frontal poses (C27, C05, C29, C09 and C07) and illumination indexed as 08 and 11 were used. The data set was randomly divided into training and test sets; and two samples per person was used for training. We extracted 40 Gabor features. Table 2 shows the detailed face recognition accuracies. The results clearly demonstrate that MPCA+DATER is superior to all other algorithms.

Table 2: Recognition Accuracy (%) Comparison of Eigenface, Fisherface, DATER and MPCA+DATER on the PIE-1 Database

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenface (Grey)</td>
<td>57.14</td>
</tr>
<tr>
<td>Eigenface (Gabor)</td>
<td>70.47</td>
</tr>
<tr>
<td>Fisherface (Grey)</td>
<td>67.85</td>
</tr>
<tr>
<td>Fisherface (Gabor)</td>
<td>75.95</td>
</tr>
<tr>
<td>DATER/2-1 (Grey)</td>
<td>72.85</td>
</tr>
<tr>
<td>DATER/2-2 (Grey)</td>
<td>80.35</td>
</tr>
<tr>
<td>DATER/3-3 (Gabor)</td>
<td>83.57</td>
</tr>
<tr>
<td>MPCA+DATER</td>
<td>87.14</td>
</tr>
</tbody>
</table>

Another sub-database PIE-2 consists of the same five poses as in PIE-1, but the illumination indexed as 10 and 13 were also used. Therefore, the PIE-2 database is more difficult for classification. We conducted three sets of experiments on this sub-database as we can see in Table 3. In all the three experiments, MPCA+DATER performs the best.

Table 3: Recognition Accuracy (%) Comparison of Eigenface, Fisherface, DATER and MPCA+DATER on the PIE-2 Database

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Test-Train</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4-6</td>
</tr>
<tr>
<td>Eigenface</td>
<td>39.21</td>
</tr>
<tr>
<td>Fisherface</td>
<td>79.90</td>
</tr>
<tr>
<td>DATER/2-1</td>
<td>74.02</td>
</tr>
<tr>
<td>DATER/2-2</td>
<td>81.86</td>
</tr>
<tr>
<td>MPCA + DATER</td>
<td>84.06</td>
</tr>
</tbody>
</table>

V. Conclusion

In this paper, we apply MPCA algorithm and after that we use DATER to find the best subspaces. A MPCA framework is used for analysis of tensor objects and determines a multilinear projection onto a tensor subspace with lower dimensional that captures most of the covariance of the original tensorial objects. After that projection, a DATER has been applied on a new database for supervised dimensionality reduction. Compared with traditional algorithms, such as PCA and LDA, our proposed algorithm effectively avoids the curse of dimensionality dilemma and overcome the small sample size problem. Since the low requirement on samples and the higher performance in classification problem, our method should be a general alternative of LDA algorithm for problems encoding objects as tensors. We are eager to apply this algorithm for video-based (fourth order tensor) face recognition and we are going to explore this work in our future researches.
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