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Abstract—We propose the analysis of signal-based metrics with a combination of wavelet transform and Mahalanobis distance to automatically detect anomalies in network services. In contrast to conventional detection methods like thresholding, our technique adapts automatically to gradual changes in the measured signals and deals well with periodical load patterns. It supports multidimensional analysis to improve reliability and significance of the detection and provides confidence values, which are the base for judging the anomaly.
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I. INTRODUCTION

Performance monitoring and anomaly detection is critical for today’s complex network services. However, conventional detection mechanisms like thresholding for single parameters do not deal well with distributed services where many different performance indicators might influence the overall performance of the combined system. Estimating good thresholds for single performance values is difficult, especially in situations of rapidly varying request rates.

Distinguishing a harmless increase in request rates from failures or active attacks is difficult. Braford et al. [1] classify network traffic anomalies from the causal point of view into three sets: 1) flash crowd events, i.e., sudden increase in the network service request rate caused by changes in the public interest (e.g., software releases), 2) network operation anomalies, e.g., failure of one mirror server followed by higher load on the remaining ones, and 3) network abuse, e.g., denial of service (DoS) attacks. Flash crowd events [2] are often misinterpreted as DoS attacks. Upon wrong classification, protection systems might shut down servers even if they were capable of handling the requests [3].

In this paper, we describe a technique that is able to detect such events with high confidence and to distinguish them from DoS attacks. We analyze signal-based metrics in the networks with the help of wavelet transform [4] and Mahalanobis distance [5], [6] to reveal hidden anomalies in the signal. The method supports multidimensional analysis, i.e., is not restricted to a single performance indicator.

A static anomaly detection system would potentially produce many false positives due to evolution of the network or (periodical) changes in the request rate [7]. In contrast, an adaptive method should be able to react within short notice to changes in the normal behavior of a system. Our method does so by relating the observed (current) values with recent values from a sliding reference window without requiring an explicit learning phase.

The rest of the paper is organized as follows. The next section compares our method with related work. Section III describes the design and implementation including the wavelet transform and sliding windows method with the Mahalanobis distance while Section IV evaluates the applicability of our technique. Section V concludes.

II. RELATED WORK

Most current studies in anomaly detection deal with intrusion detection and network abuse. Using a statistical approach, the following papers observe the activity of subjects and generate profiles to represent their behavior. Valdes et al. [14] and Shyu et al. [15] also use machine-learning algorithms to analyze network traffic.

With data-mining techniques, anomalies can be distinguished from common traffic by identifying bounds of valid network activities. Lee et al. [16] use association rules algorithm and frequent episodes algorithm to compute the intra- and inter-audit record patterns (program / user behavior). The intrusion detection system (IDS) FIRE [17] creates fuzzy input parameters by selecting specific features in the raw input data to provide strong indication of anomaly in a network. The ANDSOM module [18] of the INBOUNDS IDS detects unusual network traffic based on self-organizing maps which are trained with normal traffic. The Minnesota Intrusion Detection System (MINDS) [19] assigns a local outlier factor to each data point and summarizes abnormal connections using association rules.

Some techniques use signal processing to isolate anomalous patterns that match certain frequency spectrums. Thottan et al. [20] developed a technique very similar to wavelet transform using a linear operator to produce confidence values over a vector of abnormality indicators gained with the generalized likelihood ratio-test. Huang et al. [21] tried to use the Haar wavelets to detect periodic components in the network traffic, which might indicate certain performance

III. DESIGN AND IMPLEMENTATION

Our approach is based on the assumption that most normal network traffic is characterized by a regular pattern.

1 In 2009 the German Federal Office for Economic and Export Control launched an online reservation system to apply cash bonus for new cars. Due to the huge interest there was a rapid increase in the inbound traffic and the protection system wrongly interpreted it as DoS attack and took the server down while it was actually capable of handling the requests.
problems. Barford et al. [22] developed a tool based on wavelet transform to capture spikes at certain frequency and produce deviation score to detect anomalies.

To the best of our knowledge, none of the techniques above matches our technique in terms of features, i.e., is system independent and scalable, relatively noise resistant, online, unsupervised, adaptive, and multidimensional. Some of the techniques use only a static set of parameters (e.g., [9], [21], [22]), some are off-line techniques (e.g., [8], [12]), others (e.g., [11]–[13], [18]) are very specific to certain types of systems. [14], [21] are restricted to very elementary algorithms without any preprocessing (in our experiments, we were not able to reproduce some examples from [21]). Several techniques are potentially expensive in the deployment due to the collection of huge historical data and models [10], packet header keydata or system calls [13], [15], [16], [19], or due to rules generation [17]. [20] is comparable to our technique but seems to have a high false positive rate from bursty signals as the authors admitted.

III. DESIGN AND IMPLEMENTATION

The platform used in this work is Matlab version 7.8.0 (R2009a). We have used synthetic signals based on [22] and [2] for modelling daily traffic load and flash crowd events. These traffic signals are generated by overlaying a sinus signal with one third of the second harmonic and adding white Gaussian noise as can be seen in Fig. 1.

The x- and y-axis represent the time-line and the power of the measured parameter (for synthetic signals we omit units in the figures). We also imported datasets from a real network with distributed architecture [23].

A. Noise Filtering

Before analyzing the signals, noise needs to be maximally reduced while preserving information about the anomalies in the signal. For this task we use the wavelet transform instead of the conventional linear low-pass filter. According to Dolabdjian et al. [24] wavelet-based denoising is clearly superior to linear low-pass filtering in terms of effectiveness (higher SNR) and adaptivity. We have evaluated different wavelet variations and are favoring the Spline Wavelet 2.6 which produced the best contrast between anomalies and normal traffic in our tests [23].

B. Multidimensional Analysis With Confidence Value

To have quantifiable results we compute confidence values, adopting an approach from learning algorithms by defining reference and observation segments of the signal. The observation data is compared with a profile of normal network behavior from a sliding reference window.

Both groups are compared by means of the Mahalanobis distance [6], that reflects how strong the observation segment deviates from the rest of the signal. The Mahalanobis distance is a very fast classification technique and can be applied multidimensionally without specifying explicitly how the dimensions correlate. It performs very good as long as noise is minimally present [6].

Let \( \bar{x}_r = (x_{r,1}, \ldots, x_{r,n})^T \) and \( \bar{x}_o = (x_{o,1}, \ldots, x_{o,n})^T \) be means of reference and observation groups respectively with \( n \) dimensions each, and \( S \) be the covariance matrix. The Mahalanobis distance is defined as

\[
d(x_r, x_o) = \sqrt{(\bar{x}_r - \bar{x}_o)^T S^{-1} (\bar{x}_r - \bar{x}_o)}.
\]

As we can observe, the Mahalanobis distance is not linear to the spatial distance of the objects. Instead, it also considers the correlation of the data set in each group (cf. [23, Section 3.3.1] for more details). Moreover, the computation is independent from the scale of measurements (i.e., scale invariant), thus the signals produced by the wavelet transform do not need to be normalized.

The confidence value is computed using two discrete sliding windows as reference and observation sets (cf. Fig. 1). Usually, both windows are slided synchronously to the arrival of new data in order to maximize response to anomalies. The reference window contains data from the past, while the observation window consists of the new incoming data. The ideal expectancy is that the reference window contains only data with normal behavior while the observation window contains only anomalous data.

C. Parameterization

We can tune several parameters when applying our technique to a particular system: 1) the set of signals to be monitored, 2) the level of wavelet transform, and 3) the lengths of the windows and the delay between them.

Our method assumes signal-based datasets in which anomalies produce abrupt changes. Often, these are time-stamped data like network load or CPU utilization. In the case of multidimensional analysis, the choice of the signals is essential. The Mahalanobis distance produces a maximum confidence value for signals with orthogonal behavior during anomalies (e.g., increasing request rate together with decreasing output bandwidth). The Mahalanobis distance computation requires low noise levels. On the other hand, higher levels of wavelet transform, which guarantee low noise levels, reduce time resolution of the analysis. For signals with periodical usage pattern, the reference window should contain at least one complete period of the lowest level pattern (e.g., the daily pattern) so that the fluctuation is recorded as normal behavior. However, computation of the Mahalanobis distance takes significantly more time if more samples are contained in the transformed reference window; 128 to 256 samples turned out to be a good trade-off between accuracy and effort. The observation window, on the other hand, should be as small as possible to maximize response to anomaly; in our experiments, setting it to contain only a single sample turned out to be a good choice. The delay between reference and observation window must be chosen sufficiently long such that anomalies do not enter the reference window before they have generated an alarm. However, the delay should not be too long, because the bigger the delay, the later the reference windows learns about the current signal behavior.
Let \( s \) be the sampling rate of the original signal and \( t \) the time interval contained in the reference window. The dependency between the level of wavelet transform \( l \) and the number \( w \) of samples in the transformed reference window can be approximated with 
\[
    l \approx \log_2 \frac{t \cdot s}{w}.
\]

IV. Evaluation

A. Singularity Detection

Before demonstrating how the technique deals with multidimensional scenarios, we present its reaction to simple synthetic signals mimicking flash crowd events and network operation anomalies.

Flash crowd events, which are characterized by rapid increase in the traffic flow of a particular type followed by a gradual drop off over time, have been modelled with beta distribution and then convolved with the original segment of the signal before added onto it. This convolution has been used because flash crowd events are caused by human interaction and thus follow the usage pattern. Network operation anomalies, which are characterized by a single spike (up or down) followed by stable load but at a different level, have been modelled by shifting a portion of the signal. The result of the technique can be seen in Fig. 2 and Fig. 3 respectively. The contrasts – i.e., the ratio between the average value of the signal in normal behavior and the anomalous segment – produced by the technique lie around 1:8, which is much better than 1:2 in the original signals.

B. Multidimensional Analysis

In the multidimensional scenario, we demonstrate how the technique reacts to two signals which show similar behavior in the normal phase. Regarding their behavior at the time the anomaly occurs we distinguish three cases: 1) both signals increase (or decrease) abruptly, 2) one signal increases and the other one remains unchanged following the normal course, and 3) one signal increases and the other one decreases. We see in Figs. 4, 5 and 6 that the confidence value is considerably higher when both signals show different behavior.

The confidence values for a particular kind of anomaly can be maximized by selecting an appropriate set of measured signals, e.g., the inbound and outbound traffic of a system. In scenario 1, the system experiences sudden increase in the number of requests but it can still handle them without a hitch. Scenario 2 indicates a more suspicious situation: either there is a request buffering/discard or the system has reached its saturation stage, i.e., runs at maximum throughput. In case of scenario 3 the system is likely to experience the thrashing effect [25], where the throughput decreases above a certain input load.

Scenarios 2 and 3 are also typical for DoS attacks. Because the main purpose of DoS attacks is to stress the attacked system, this kind of attacks usually cause increase at inbound traffic but regular or even lower throughput. This can be distinguished from flash crowd events where both signals increase as long as the server is capable of handling the requests. When simultaneously analyzing the signals from inbound and outbound rate of the system with our technique, we would see significantly higher confidence values for the DoS scenario than for flash crowd events.
However, our method is not tailored to detecting malicious attacks.

C. Real World Example

In addition to the synthetic tests from before, we have applied our technique to analyze data from an overload situation of a real web service from one of our customers [23]. The system consists of three components: one main application server (AS) and two satellite components, an SMS gateway (GW) and a database server (DB). Requests trigger the system at high rate through AS which responds by sending answers via GW. For some incomplete requests AS has to query DB before answering the requests via GW.

We have monitored the number of packets from AS to DB and from AS to GW for our analysis. The input signals and the computed confidence value can be seen in Fig. 7. As desired, the confidence value stays relatively low most of the time although the input signals are very noisy. At around 1000, 1250, 1650 and 2100 time units of the input signals, we see very high confidence values. They indicate correlations between the two signals: the packet rate from AS to GW increases while the rate from AS to DB drops to nearly zero. This had not been noticed before by the system’s administrators and has been considered important enough to require further investigation.

V. CONCLUSION

We have presented a new technique for detecting anomalies in networks using wavelet transform and Mahalanobis distance. Comparing current and reference data with the Mahalanobis distance allows for 1) comparison of arbitrary multidimensional signals, 2) computation of confidence values indicating how abnormal the current values are, 3) adapting automatically to evolution of the load pattern, and 4) dealing with periodic fluctuations of the normal load. Taking multiple input signals into account reduces the probability of false alarms and can be used to distinguish flash crowd events from DoS attacks. Besides monitoring systems for excessive load or attacks, the technique can also be used to detect hidden correlation in composite systems.
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