
18th Telecommunications forum TELFOR 2010   Serbia, Belgrade, November 23-25, 2010.

 
Abstract — This paper introduces an approach to handling 

miscommunication in human-machine interaction (HMI). 
Two aspects are considered: dealing with miscommunication 
(i.e., the recovery strategy) and detecting miscommunication 
(i.e., detecting changes of the user’s behavior). The first part 
of the paper discusses the recovery strategy implemented in 
two prototype spoken dialogue systems. It is illustrated by 
several examples that were selected so that they and their 
combinations cover a wide range of different interaction 
situations caused by inaccurate speech recognition. The 
second part of the paper reports research in progress – an 
integrated classification of changes of the user’s behavior 
from prosodic cues, linguistic cues, and cues from facial 
expressions. 

Keywords — Spoken human-machine interaction, 
miscommunication, recovery strategies, user’s behavior. 

I. INTRODUCTION

ISCOMMUNICATION is a frequent and natural 
phenomenon in spoken communication and appears 

to be unavoidable [1]. In the context of spoken human-
machine interaction (HMI), miscommunication can occur 
on different levels [2, p. 131]: on the conversational level 
(e.g., the user’s utterance falls outside of the system’s 
functionality), on the intentional level (e.g., the user’s 
utterance falls outside of the system’s semantic grammar), 
on the signal level (e.g., inaccurate speech recognition), 
etc. It is clear that the state-of-the-art automatic speech 
recognition approaches still cannot deal with flexible, 
unrestricted users’ language (cf. [3]), although some of 
them implement barge-in capability, give a useful 
confidence scoring [4, p. 73], and enable features such as 
either detection or rejection of out-of-vocabulary speech to 
improve operational performance. Also, it is not 
reasonable to expect that users will always behave 
“cooperatively” and produce utterances that fall within the 
application’s domain, scope and grammar. Still, left 
unmediated by better error awareness and recovery 
mechanisms, miscommunication may severely limit the 
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effectiveness and the naturalness of the interaction [2, p. 
124]. Therefore, in order to achieve a habitable language 
interface, there is an essential need for both models of 
interaction and dialogue strategies that support the user to 
overcome problems that occur due to miscommunication. 

The aim of this paper is to introduce an approach to 
handling miscommunication in HMI. Our analysis of 
spontaneously produced utterances in HMI (cf. [5, p. 45-
53]) shows that they take different syntactic forms, 
including: syntactically very simple utterances (e.g., 
elliptical or minor), ungrammatical constructions, context 
dependent utterances, affected speech, meta-language, etc. 
In [5], [6] and [7], we introduce and discuss a model of 
attentional state in HMI that facilitates processing of 
spontaneously uttered users’ commands. The main 
advantage of this modeling is that, instead of predefining a 
grammar for accepted commands, we allow more flexible 
formulation of users’ commands. The implementation of 
this model in the prototype spoken dialogue systems was 
demonstrated to work well for different syntactic forms of 
users’ commands: elliptical commands, verbose commands 
(i.e., the commands that were only partially recognized by 
the speech recognition module), and context dependent 
commands. 

In this paper, we extend this work. Two aspects of 
handling miscommunication in HMI are considered:  

(1) Dealing with miscommunication – Section II 
discusses an adaptive recovery strategy for handling 
miscommunication that is based on the model of 
attentional state, and illustrates its implementations in two 
prototype spoken dialogue systems. 

(2) Detecting miscommunication – Changes in both the 
user’s behavior and his/her voice may also indicate
troubles in communication, e.g., miscommunication. 
Section III introduces an approach to detection of 
miscommunication based on integrated detection from
both signal based as well as content based recognition of 
changes in the user’s behavior. 

II. DEALING WITH MISCOMMUNICATION

The recovery strategy discussed in this section is 
implemented in two prototype systems: the NIMITEK 
system [5], [6] and the Contact system [4, p. 76]. The 
NIMITEK spoken dialogue system supports users while
they solve problems in a graphics system. The dedicated 
task – that is also considered in the examples provided in 
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this section – is the Tower of Hanoi puzzle. The system 
Contact is intended to be used by the visually impaired. It 
reads aloud selected textual contents (e.g., news, articles, 
etc.) from various newspapers and websites over the
telephone line.  

A. The signal level 

On the signal level, miscommunication is caused by 
inaccurate speech recognition. Non-recognition or 
misrecognition of parts of the user’s utterance that carry 
information about the propositional content may 
significantly affect the interaction. The confidence scoring 
can be used as an indication of a problem in spoken natural 
language HMI [4]. The implemented recovery strategy
encapsulates two ideas: (a) the conversation should be 
advanced in spite of miscommunication, and the system 
should support the user to overcome problems that occur 
due to miscommunication, and (b) support should be 
dynamically adapted according to the current state of the 
interaction.  

In order to make these statements more clear, let us 
assume that a valid user’s command is not correctly
recognized by the automatic speech recognition module. 
Due to an actual error in speech recognition, the dialogue 
management module may interpret the command as a valid 
– although misinterpreted – command, an illegal 
command, a semantically incorrect command, or an 
unrecognized command. For each of these classes, the 
system provides, if needed, support. 

For the purpose of illustration and without loss of
generality, let us also assume that the user uttered “the 
second disk on the first peg”. We discuss the system’s 
behavior in several cases of inaccurate speech recognition. 

Case 1: A part of the command is correctly recognized, 
and at least one phrase that relates to the propositional 
content can be derived, while the rest of the command is 
not recognized. For example, the textual version of the 
command outputted from the speech recognizer may be
"<not recognized> on the first peg”, where <not 
recognized> means either that the confidence scoring was 
under an acceptable level or that out-of-vocabulary words 
were detected. In this case, depending on the state of the 
task (i.e., which disk is currently selected), the interpreted 
move (i.e., moving the selected disk on the first peg) may 
be valid and thus performed, or illegal (i.e., not according 
to the rules of the puzzle). In the former case, if the 
performed move was not the move that the user instructed, 
he has a possibility to instruct an undo command. In the 
latter case, if the move was interpreted as illegal, 
appropriate Task-Support is provided by the system. The 
aim of Task-Support is to help the user to understand the 
given task, e.g., explaining the rules of the game,
proposing the next correct move, etc. 

Case 2: The command is not recognized, or a part of the 
command is correctly recognized, but no phrase that
relates to the propositional content can be derived. For 
example, the textual version of the command outputted 
from the speech recognizer may be “<not recognized> disk 
<not recognized> peg”. According to the definition of the 

dialogue strategy, when an unrecognized command is 
detected, Interface-Support is provided. The aim of
Interface-Support is to help the user to formulate a 
command, e.g., the system may guide the user to formulate 
a command by stating iterative questions: which disk 
should be selected, where to move the selected disk, etc. 

Case 3: A part of the command or the whole command 
is misrecognized. An example of the textual version of the 
command outputted from the speech recognizer may be
“the second disk on the first disk”. This will be classified 
as a semantically incorrect command. Another example is 
“the second disk on the second peg” which – depending of 
the current state of the interaction – may be classified as a 
valid command or an illegal command. Discussion of these 
examples is similar as above. If the command is classified 
as a semantically incorrect command or as an illegal 
command, the appropriate support is provided. In the case 
when the command is classified as valid, it is performed, 
although the user did not instruct that particular command. 
However, even then, if the performed move drew the state 
of the task back from the final solution of the puzzle, 
support will be provided. Only in the case when a 
misrecognized command is interpreted as a valid command 
that pushes the state of the task towards the final solution, 
the misrecognition will not be detected by the system. 
However, this is not a critical oversight, since it advances 
the conversation. 

B. The conversational and intentional levels 

Miscommunication is not only caused by word 
recognition errors (cf. [2]). On the conversational level, 
miscommunication occurs when the user’s utterance falls 
outside of the application’s domain and scope. These 
utterances are classified as unrecognized by the system. In 
such cases, the system provides Interface-Support, as 
discussed above. 

On the intentional level, miscommunication occurs when 
the user’s utterance falls outside of the system’s semantic 
grammar (e.g., the user utters “revolve”, which is not in the 
system’s grammar, instead of “rotate”, which is in the 
system’s grammar). Here, we summarize some advantages 
of our approach to processing the commands that can
reduce the level of miscommunication on the intentional 
level.  

(1) The user can utter diverse phrases in order to address 
the same entity. For example, the focus instance smallest 
disk can be referred to as “smallest disk”, “first disk”, etc. 

(2) The user can change the order of phrases in 
utterance. Given sets of phrases that may be used, the 
system automatically derives the propositional content 
from the user’s command by detecting phrases that relate 
to certain entities in the domain of interaction. The order 
of phrases in utterance is not important. For example, the 
utterances “the smallest disk on the third peg” and “on the 
three – the smallest disk” are interpreted by the system in 
the same way. 

(3) The user can use wrapper expressions (cf. [8]) that 
fall outside of the system’s semantic grammar. Wrapper 
expressions do not relate to the propositional content of the 

1122



user’s commands. For example, wrappers that represent 
expressions of politeness in the following user’s utterances 
are given in italic: “The middle disk please on the number 
two” and “I would like to put the smallest disk on the 
three”. To interpret the propositional content of the user’s 
commands, the system derives only phrases that relate to 
entities in the domain of interaction, while it ignores 
wrappers. Finally, it should be mentioned that wrappers 
may carry affect information, so they are important for 
recognition and tracking of the user’s emotional state from 
linguistic information, as discussed in Section III, 
Subsection B 

III. DETECTING MISCOMMUNICATION

Detecting miscommunication is also an important aspect 
of a recovery strategy. In [9, p. 103], it is discussed that 
non-understandings are generally easier to detect, 
misunderstandings may be detected given appropriate
verification strategies, but misinterpretations may only 
become apparent at a later point in the dialogue, if at all. 
Our point of departure for detecting miscommunication is 
that the user’s behavior reflects the state of the interaction 
[10, p. 198]. If there are no troubles in the communication, 
the user behaves neutral and is not engaged emotionally. 
Otherwise, the user’s behavior changes accordingly (e.g., 
overt signaling of emotions, etc.). We combine three 
knowledge resources within an integrated classification of 
changes of the user’s behavior: prosodic cues, linguistic 
cues, and cues from facial expressions. In contrast to the 
previous section that discusses the implemented recovery 
strategy, this section reports research in progress.  

A. Prosodic features 

To detect changes in the user’s behavior, we consider 
some of the high-level prosodic features which were used 
in previous studies for emotion recognition [11], stress 
detection [12] and as cues to speech recognition failures 
[13]. They cover a wide range of acoustic changes. These 
features are: 

• pitch (incl. minimum value, maximum value, range, 
mean, standard deviation), 

• energy (incl. mean, standard deviation, range), 
• speech rate (incl. duration of voiced segments and 

unvoiced segments). 
Pitch, or fundamental frequency, depends on the tension 

of vocal folds and the subglottal air pressure, and, thus, 
carries information about the speaker’s emotional state. 
Mean pitch value and its standard deviation may be used as 
good indicators of speech under stress when compared to 
neutral conditions [12]. For example, “angry” speech has 
an increase in mean pitch and wide range compared to 
neutral style. On the contrary, “sadness” typically has 
lower pitch mean and narrow range. 

Energy, often referred to as intensity of the speech, is 
related to the arousal level of emotions in speech. The 
variation of energy of utterances can be used as a 
significant indicator for various speech styles [14]. 
Emotional states with high activation levels such as anger, 

surprise and happiness have higher energy, while sadness 
and disgust have lower energy. 

The rate of speech may also indicate changes of the
user’s state. A speech segment is considered to be 
unvoiced if its fundamental frequency is zero. Segments 
with non-zero fundamental frequencies are voiced. 
Duration of unvoiced segments (i.e., pauses in the speech) 
and duration of voiced segments are parameters of changes 
in speaker’s emotional state and also parameters of user’s 
hyperarticulation and misrecognition by the system [14]. 
Also, it is useful to consider ratio of duration of
voiced/unvoiced segments which has more discriminating 
power than these durations separately [15]. 

To address the inter-user variability, the proposed
statistics are calculated at the utterance level and then 
normalized around the neutral voice of the user. At the 
start of the conversation, the system evaluates the user’s 
neutral voice features to get information about the user’s 
neutral speaking style. For example, one user might
normally speak with a higher level of energy, while the 
other user might speak with a lower level of energy. The 
system tends to learn about the neutral speaking style of 
each user, in order to be able to recognize relative changes 
of his/her speaking style in the course of the interaction. 
More details on automatic emotion recognition in speech 
can be found in [16]. 

B. Linguistic structures 

In addition to prosodic features, we consider also 
different linguistic features that may carry affect
information. We primarily investigate a typology of users’ 
utterances and sequences of users’ utterances that indicate 
the emotional state of the user [17]. 

On the level of the user’s utterance, emotional states 
may be recognized by detecting key words and phrases in 
user’s utterances (e.g., “stupid”, “super”, “my God”, 
“help”, curse words, etc). Emotional expression may also 
map over a range of mutually related dialogue acts.
Therefore, we consider also lexical cohesive agencies. 
Here we illustrate some of them: 

Anaphoric cohesion. One form of anaphoric cohesion is 
ellipsis-substitution. A typical example is given in the 
following dialogue fragment: 

USER: Can I slide the eight leftward? 
SYSTEM: Yes. 
USER: Then do it! 
In his last turn, the user substitutes the verb slide with 

the more general verb do. The meaning of this substitution 
is not co-referential; it indicates that the system did not 
perform the instructed action and that there is a potential 
problem in the communication. 

Lexical cohesion. Two forms of lexical cohesion often 
indicate problems in communication. On the lexical level, 
we consider repetitions. The user may choose to repeat his 
utterance when he believes that the system did not 
understand him, e.g., “Diagonally upward … I said 
diagonally upward”. On the semantic level, we consider 
reformulations. For example, in the following sequence the 
user unsuccessfully tries to instruct the system to select a 
figure represented on the screen: “Next, we take the 
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rhombus … A four-sided figure … The remained four-
sided figure”. He believes that his initial instruction falls 
outside of the system’s semantic grammar, so he 
reformulates it in order to overcome the 
miscommunication.  

Further lexical cues that we are going to consider are: 
sequences of questions, negation, and modal particles. 

C. Video features (Future research) 

Facial expressions are also an important resource for 
detecting changes in the user’s behavior. Our future 
research includes two important questions that we aim to 
address. First, we investigate what is the appropriate set of 
features that we need in order to be able to track changes 
in the user’s behavior, and what kind of information we get 
from such a set of features. At the moment, we primarily 
focus on lip motion tracking (cf. [18]). The second
research question is how to fuse results of audio and video 
recognition in order to improve the accuracy and 
robustness of the recognition system. 

IV. CONCLUSION  

This paper introduced an approach to handling 
miscommunication in HMI. We considered two aspects of 
this approach: dealing with miscommunication and 
detecting miscommunication. With respect to the former 
aspect, the paper discussed the recovery strategy 
implemented in two prototype spoken dialogue systems. It 
addresses the miscommunication on the signal level, the 
conversational level, and the intentional level. The strategy 
is illustrated by several examples. 

With respect to the latter aspect, we reported research in 
progress. Detection of miscommunication is based on the 
assumption that the user’s behavior reflects the state of the 
interaction. Thus, we primarily considered the research 
questions of detecting negative changes in the user’s 
behavior. We reported the research on an integrated
classification of changes of the user’s behavior from 
prosodic cues, linguistic cues, and cues from facial 
expressions. 
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